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Chapter 1

Central processing unit

“CPU” redirects here. For other uses, see CPU (disam-
biguation).
“Computer processor” redirects here. For other uses, see
Processor (disambiguation).

An Intel
80486DX2 CPU, as seen from above

Bottom side
of an Intel 80486DX2

A central processing unit (CPU) is the electronic cir-
cuitry within a computer that carries out the instructions
of a computer program by performing the basic arith-
metic, logical, control and input/output (I/O) operations
specified by the instructions. The term has been used in
the computer industry at least since the early 1960s.[1]

Traditionally, the term “CPU” refers to a processor,
more specifically to its processing unit and control unit
(CU), distinguishing these core elements of a computer
from external components such as main memory and I/O
circuitry.[2]

The form, design and implementation of CPUs have
changed over the course of their history, but their fun-
damental operation remains almost unchanged. Princi-

pal components of a CPU include the arithmetic logic
unit (ALU) that performs arithmetic and logic operations,
processor registers that supply operands to the ALU and
store the results of ALU operations, and a control unit that
fetches instructions from memory and “executes” them by
directing the coordinated operations of the ALU, regis-
ters and other components.
Most modern CPUs are microprocessors, meaning they
are contained on a single integrated circuit (IC) chip.
An IC that contains a CPU may also contain mem-
ory, peripheral interfaces, and other components of a
computer; such integrated devices are variously called
microcontrollers or systems on a chip (SoC). Some com-
puters employ a multi-core processor, which is a single
chip containing two or more CPUs called “cores"; in
that context, single chips are sometimes referred to as
“sockets”.[3] Array processors or vector processors have
multiple processors that operate in parallel, with no unit
considered central.

1.1 History

Main article: History of general-purpose CPUs
Computers such as the ENIAC had to be physically

rewired to perform different tasks, which caused these
machines to be called “fixed-program computers”.[4]

Since the term “CPU” is generally defined as a device
for software (computer program) execution, the earliest
devices that could rightly be called CPUs came with the
advent of the stored-program computer.
The idea of a stored-program computer was already
present in the design of J. Presper Eckert and John
William Mauchly's ENIAC, but was initially omitted so
that it could be finished sooner.[5] On June 30, 1945, be-
fore ENIAC was made, mathematician John von Neu-
mann distributed the paper entitled First Draft of a Re-
port on the EDVAC. It was the outline of a stored-program
computer that would eventually be completed in August
1949.[6] EDVAC was designed to perform a certain num-
ber of instructions (or operations) of various types. Sig-
nificantly, the programs written for EDVAC were to be
stored in high-speed computer memory rather than spec-
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EDVAC, one of the first stored-program computers

ified by the physical wiring of the computer.[7] This over-
came a severe limitation of ENIAC, which was the con-
siderable time and effort required to reconfigure the com-
puter to perform a new task. With von Neumann’s de-
sign, the program that EDVAC ran could be changed sim-
ply by changing the contents of the memory. EDVAC,
however, was not the first stored-program computer; the
Manchester Small-Scale Experimental Machine, a small
prototype stored-program computer, ran its first program
on 21 June 1948[8] and the Manchester Mark 1 ran its
first program during the night of 16–17 June 1949.[9]

Early CPUs were custom designs used as part of a larger
and sometimes distinctive computer.[10] However, this
method of designing custom CPUs for a particular ap-
plication has largely given way to the development of
multi-purpose processors produced in large quantities.
This standardization began in the era of discrete transistor
mainframes and minicomputers and has rapidly accel-
erated with the popularization of the integrated circuit
(IC). The IC has allowed increasingly complex CPUs to
be designed and manufactured to tolerances on the or-
der of nanometers.[11] Both the miniaturization and stan-
dardization of CPUs have increased the presence of dig-
ital devices in modern life far beyond the limited appli-
cation of dedicated computing machines. Modern mi-
croprocessors appear in electronic devices ranging from
automobiles[12] to cellphones,[13] and sometimes even in
toys.[14]

While von Neumann is most often credited with the
design of the stored-program computer because of his
design of EDVAC, and the design became known

as the von Neumann architecture, others before him,
such as Konrad Zuse, had suggested and implemented
similar ideas.[15] The so-called Harvard architecture
of the Harvard Mark I, which was completed be-
fore EDVAC,[16][17] also utilized a stored-program de-
sign using punched paper tape rather than electronic
memory.[18] The key difference between the von Neu-
mann and Harvard architectures is that the latter sepa-
rates the storage and treatment of CPU instructions and
data, while the former uses the same memory space for
both.[19] Most modern CPUs are primarily von Neumann
in design, but CPUs with the Harvard architecture are
seen as well, especially in embedded applications; for in-
stance, the Atmel AVR microcontrollers are Harvard ar-
chitecture processors.[20]

Relays and vacuum tubes (thermionic tubes) were com-
monly used as switching elements;[21][22] a useful com-
puter requires thousands or tens of thousands of switching
devices. The overall speed of a system is dependent on
the speed of the switches. Tube computers like EDVAC
tended to average eight hours between failures, whereas
relay computers like the (slower, but earlier) Harvard
Mark I failed very rarely.[1] In the end, tube-based CPUs
became dominant because the significant speed advan-
tages afforded generally outweighed the reliability prob-
lems. Most of these early synchronous CPUs ran at low
clock rates compared to modern microelectronic designs.
Clock signal frequencies ranging from 100 kHz to 4 MHz
were very common at this time, limited largely by the
speed of the switching devices they were built with.

1.1.1 Transistor CPUs

The design complexity of CPUs increased as various
technologies facilitated building smaller and more reli-
able electronic devices. The first such improvement came
with the advent of the transistor. Transistorized CPUs
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during the 1950s and 1960s no longer had to be built out
of bulky, unreliable, and fragile switching elements like
vacuum tubes and relays. With this improvement more
complex and reliable CPUs were built onto one or sev-
eral printed circuit boards containing discrete (individ-
ual) components.
In 1964, IBM introduced its System/360 computer ar-
chitecture that was used in a series of computers capa-
ble of running the same programs with different speed
and performance.[23] This was significant at a time when
most electronic computers were incompatible with one
another, even those made by the same manufacturer. To
facilitate this improvement, IBM utilized the concept of
a microprogram (often called “microcode”), which still
sees widespread usage in modern CPUs.[24] The Sys-
tem/360 architecture was so popular that it dominated the
mainframe computer market for decades and left a legacy
that is still continued by similar modern computers like
the IBM zSeries.[25][26] In 1965, Digital Equipment Cor-
poration (DEC) introduced another influential computer
aimed at the scientific and research markets, the PDP-
8.[27]

Transistor-based computers had several distinct advan-
tages over their predecessors. Aside from facilitating in-
creased reliability and lower power consumption, transis-
tors also allowed CPUs to operate at much higher speeds
because of the short switching time of a transistor in com-
parison to a tube or relay.[28] Thanks to both the increased
reliability as well as the dramatically increased speed of
the switching elements (which were almost exclusively
transistors by this time), CPU clock rates in the tens of
megahertz were obtained during this period. Addition-

ally while discrete transistor and IC CPUs were in heavy
usage, new high-performance designs like SIMD (Sin-
gle Instruction Multiple Data) vector processors began
to appear.[29] These early experimental designs later gave
rise to the era of specialized supercomputers like those
made by Cray Inc and Fujitsu Ltd.

1.1.2 Small-scale integration CPUs

CPU, core memory, and external bus interface of a DEC PDP-
8/I. Made of medium-scale integrated circuits.

During this period, a method of manufacturing many
interconnected transistors in a compact space was de-
veloped. The integrated circuit (IC) allowed a large
number of transistors to be manufactured on a single
semiconductor-based die, or “chip”. At first only very
basic non-specialized digital circuits such as NOR gates
were miniaturized into ICs. CPUs based upon these
“building block” ICs are generally referred to as “small-
scale integration” (SSI) devices. SSI ICs, such as the ones
used in the Apollo guidance computer, usually contained
up to a few score transistors. To build an entire CPU out
of SSI ICs required thousands of individual chips, but still
consumed much less space and power than earlier discrete
transistor designs.
IBM’s System/370 follow-on to the System/360 used
SSI ICs rather than Solid Logic Technology discrete-
transistor modules. DEC’s PDP-8/I and KI10 PDP-10
also switched from the individual transistors used by the
PDP-8 and PDP-10 to SSI ICs, and their extremely popu-
lar PDP-11 line was originally built with SSI ICs but was
eventually implemented with LSI components once these
became practical.

1.1.3 Large-scale integration CPUs

Lee Boysel published influential articles, including a 1967
“manifesto”, which described how to build the equivalent
of a 32-bit mainframe computer from a relatively small
number of large-scale integration circuits (LSI).[30][31] At
the time, the only way to build LSI chips, which are chips
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with a hundred or more gates, was to build them using a
MOS process (i.e., PMOS logic, NMOS logic, or CMOS
logic). However, some companies continued to build pro-
cessors out of bipolar chips because bipolar junction tran-
sistors were so much faster than MOS chips; for exam-
ple, Datapoint built processors out of TTL chips until the
early 1980s.[31]

People building high-speed computers wanted them to be
fast, so in the 1970s they built the CPUs from small-scale
integration (SSI) and medium-scale integration (MSI)
7400 series TTL gates. At the time, MOS ICs were so
slow that they were considered useful only in a few niche
applications that required low power.[32][33]

As the microelectronic technology advanced, an increas-
ing number of transistors were placed on ICs, decreas-
ing the quantity of individual ICs needed for a complete
CPU. MSI and LSI ICs increased transistor counts to
hundreds, and then thousands. By 1968, the number of
ICs required to build a complete CPU had been reduced
to 24 ICs of eight different types, with each IC contain-
ing roughly 1000 MOSFETs.[34] In stark contrast with its
SSI and MSI predecessors, the first LSI implementation
of the PDP-11 contained a CPU composed of only four
LSI integrated circuits.[35]

1.1.4 Microprocessors

Main article: Microprocessor

Die of an Intel
80486DX2 microprocessor (actual size: 12×6.75 mm)
in its packaging

Intel Core i5
CPU on a Vaio E series laptop motherboard (on the
right, beneath the heat pipe)

In the 1970s, the fundamental inventions by Federico

Faggin (Silicon Gate MOS ICs with self-aligned gates
along with his new random logic design methodology)
changed the design and implementation of CPUs for-
ever. Since the introduction of the first commercially
available microprocessor (the Intel 4004) in 1970, and
the first widely used microprocessor (the Intel 8080) in
1974, this class of CPUs has almost completely overtaken
all other central processing unit implementation methods.
Mainframe and minicomputer manufacturers of the time
launched proprietary IC development programs to up-
grade their older computer architectures, and eventually
produced instruction set compatible microprocessors that
were backward-compatible with their older hardware and
software. Combined with the advent and eventual suc-
cess of the ubiquitous personal computer, the term CPU
is now applied almost exclusively[lower-alpha 1] to micropro-
cessors. Several CPUs (denoted cores) can be combined
in a single processing chip.[36]

Previous generations of CPUs were implemented as
discrete components and numerous small integrated cir-
cuits (ICs) on one or more circuit boards.[37] Micropro-
cessors, on the other hand, are CPUs manufactured on a
very small number of ICs; usually just one.[38] The over-
all smaller CPU size, as a result of being implemented
on a single die, means faster switching time because
of physical factors like decreased gate parasitic capaci-
tance.[39][40] This has allowed synchronous microproces-
sors to have clock rates ranging from tens of megahertz to
several gigahertz. Additionally, as the ability to construct
exceedingly small transistors on an IC has increased, the
complexity and number of transistors in a single CPU has
increased many fold. This widely observed trend is de-
scribed by Moore’s law, which has proven to be a fairly
accurate predictor of the growth of CPU (and other IC)
complexity.[41]

While the complexity, size, construction, and general
form of CPUs have changed enormously since 1950,[42]

it is notable that the basic design and function has not
changed much at all. Almost all common CPUs to-
day can be very accurately described as von Neumann
stored-program machines.[lower-alpha 2] As the aforemen-
tioned Moore’s law continues to hold true,[41] concerns
have arisen about the limits of integrated circuit transistor
technology. Extreme miniaturization of electronic gates
is causing the effects of phenomena like electromigration
and subthreshold leakage to become much more signifi-
cant. These newer concerns are among the many factors
causing researchers to investigate new methods of com-
puting such as the quantum computer, as well as to ex-
pand the usage of parallelism and other methods that ex-
tend the usefulness of the classical von Neumann model.

1.2 Operation

The fundamental operation of most CPUs, regardless of
the physical form they take, is to execute a sequence of
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stored instructions that is called a program. The instruc-
tions to be executed are kept in some kind of computer
memory. Nearly all CPUs follow the fetch, decode and
execute steps in their operation, which are collectively
known as the instruction cycle.
After the execution of an instruction, the entire process
repeats, with the next instruction cycle normally fetch-
ing the next-in-sequence instruction because of the in-
cremented value in the program counter. If a jump in-
struction was executed, the program counter will be mod-
ified to contain the address of the instruction that was
jumped to and program execution continues normally.
In more complex CPUs, multiple instructions can be
fetched, decoded, and executed simultaneously. This sec-
tion describes what is generally referred to as the "classic
RISC pipeline", which is quite common among the sim-
ple CPUs used in many electronic devices (often called
microcontroller). It largely ignores the important role of
CPU cache, and therefore the access stage of the pipeline.
Some instructions manipulate the program counter rather
than producing result data directly; such instructions are
generally called “jumps” and facilitate program behav-
ior like loops, conditional program execution (through
the use of a conditional jump), and existence of
functions.[lower-alpha 3] In some processors, some other in-
structions change the state of bits in a “flags” register.
These flags can be used to influence how a program be-
haves, since they often indicate the outcome of various
operations. For example, in such processors a “compare”
instruction evaluates two values and sets or clears bits
in the flags register to indicate which one is greater or
whether they are equal; one of these flags could then be
used by a later jump instruction to determine program
flow.

1.2.1 Fetch

The first step, fetch, involves retrieving an instruction
(which is represented by a number or sequence of num-
bers) from program memory. The instruction’s location
(address) in program memory is determined by a program
counter (PC), which stores a number that identifies the
address of the next instruction to be fetched. After an in-
struction is fetched, the PC is incremented by the length
of the instruction so that it will contain the address of the
next instruction in the sequence.[lower-alpha 4] Often, the in-
struction to be fetched must be retrieved from relatively
slow memory, causing the CPU to stall while waiting for
the instruction to be returned. This issue is largely ad-
dressed in modern processors by caches and pipeline ar-
chitectures (see below).

1.2.2 Decode

The instruction that the CPU fetches from memory de-
termines what the CPU will do. In the decode step, per-

formed by the circuitry known as the instruction de-
coder, the instruction is converted into signals that con-
trol other parts of the CPU.
The way in which the instruction is interpreted is
defined by the CPU’s instruction set architecture
(ISA).[lower-alpha 5] Often, one group of bits (that is, a
“field”) within the instruction, called the opcode, indi-
cates which operation is to be performed, while the re-
maining fields usually provide supplemental information
required for the operation, such as the operands. Those
operands may be specified as a constant value (called an
immediate value), or as the location of a value that may be
a processor register or a memory address, as determined
by some addressing mode.
In some CPU designs the instruction decoder is imple-
mented as a hardwired, unchangeable circuit. In others,
a microprogram is used to translate instructions into sets
of CPU configuration signals that are applied sequentially
over multiple clock pulses. In some cases the memory
that stores the microprogram is rewritable, making it pos-
sible to change the way in which the CPU decodes in-
structions.

1.2.3 Execute

After the fetch and decode steps, the execute step is per-
formed. Depending on the CPU architecture, this may
consist of a single action or a sequence of actions. Dur-
ing each action, various parts of the CPU are electrically
connected so they can perform all or part of the desired
operation and then the action is completed, typically in
response to a clock pulse. Very often the results are writ-
ten to an internal CPU register for quick access by subse-
quent instructions. In other cases results may be written
to slower, but less expensive and higher capacity main
memory.
For example, if an addition instruction is to be executed,
the arithmetic logic unit (ALU) inputs are connected to
a pair of operand sources (numbers to be summed), the
ALU is configured to perform an addition operation so
that the sum of its operand inputs will appear at its out-
put, and the ALU output is connected to storage (e.g., a
register or memory) that will receive the sum. When the
clock pulse occurs, the sum will be transferred to storage
and, if the resulting sum is too large (i.e., it is larger than
the ALU’s output word size), an arithmetic overflow flag
will be set.

1.3 Structure and implementation

See also: Processor design
Hardwired into a CPU’s circuitry is a set of basic oper-

ations it can perform, called an instruction set. Such op-
erations may involve, for example, adding or subtracting
two numbers, comparing two numbers, or jumping to a
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Block diagram of a basic uniprocessor-CPU computer. Black
lines indicate data flow, whereas red lines indicate control flow;
arrows indicate flow directions.

different part of a program. Each basic operation is rep-
resented by a particular combination of bits, known as
the machine language opcode; while executing instruc-
tions in a machine language program, the CPU decides
which operation to perform by “decoding” the opcode.
A complete machine language instruction consists of an
opcode and, in many cases, additional bits that specify ar-
guments for the operation (for example, the numbers to
be summed in the case of an addition operation). Going
up the complexity scale, a machine language program is a
collection of machine language instructions that the CPU
executes.
The actual mathematical operation for each instruction
is performed by a combinational logic circuit within the
CPU’s processor known as the arithmetic logic unit or
ALU. In general, a CPU executes an instruction by fetch-
ing it from memory, using its ALU to perform an op-
eration, and then storing the result to memory. Beside
the instructions for integer mathematics and logic oper-
ations, various other machine instructions exist, such as
those for loading data from memory and storing it back,
branching operations, and mathematical operations on
floating-point numbers performed by the CPU’s floating-
point unit (FPU).[44]

1.3.1 Control unit

Main article: Control unit

The control unit of the CPU contains circuitry that uses
electrical signals to direct the entire computer system to
carry out stored program instructions. The control unit
does not execute program instructions; rather, it directs
other parts of the system to do so. The control unit com-
municates with both the ALU and memory.

1.3.2 Arithmetic logic unit

Main article: Arithmetic logic unit
The arithmetic logic unit (ALU) is a digital circuit within

Symbolic representation of an ALU and its input and output sig-
nals

the processor that performs integer arithmetic and bitwise
logic operations. The inputs to the ALU are the data
words to be operated on (called operands), status infor-
mation from previous operations, and a code from the
control unit indicating which operation to perform. De-
pending on the instruction being executed, the operands
may come from internal CPU registers or external mem-
ory, or they may be constants generated by the ALU itself.
When all input signals have settled and propagated
through the ALU circuitry, the result of the performed
operation appears at the ALU’s outputs. The result con-
sists of both a data word, which may be stored in a reg-
ister or memory, and status information that is typically
stored in a special, internal CPU register reserved for this
purpose.

1.3.3 Memory management unit

Main article: Memory management unit

Most high-end microprocessors (in desktop, laptop,
server computers) have a memory management unit,
translating logical addresses into physical RAM ad-
dresses, providing memory protection and paging abili-
ties, useful for virtual memory. Simpler processors, es-
pecially microcontrollers usually don't include an MMU.

1.3.4 Integer range

Every CPU represents numerical values in a specific way.
For example, some early digital computers represented
numbers as familiar decimal (base 10) numeral system
values, and others have employed more unusual repre-
sentations such as ternary (base three). Nearly all modern
CPUs represent numbers in binary form, with each digit
being represented by some two-valued physical quantity
such as a “high” or “low” voltage.[lower-alpha 6]
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A six-bit word containing the binary encoded representation of
decimal value 40. Most modern CPUs employ word sizes that are
a power of two, for example 8, 16, 32 or 64 bits.

Related to numeric representation is the size and preci-
sion of integer numbers that a CPU can represent. In
the case of a binary CPU, this is measured by the num-
ber of bits (significant digits of a binary encoded inte-
ger) that the CPU can process in one operation, which
is commonly called "word size", “bit width”, “data path
width”, “integer precision”, or “integer size”. A CPU’s in-
teger size determines the range of integer values it can di-
rectly operate on.[lower-alpha 7] For example, an 8-bit CPU
can directly manipulate integers represented by eight bits,
which have a range of 256 (28) discrete integer values.
Integer range can also affect the number of memory lo-
cations the CPU can directly address (an address is an
integer value representing a specific memory location).
For example, if a binary CPU uses 32 bits to represent a
memory address then it can directly address 232 memory
locations. To circumvent this limitation and for various
other reasons, some CPUs use mechanisms (such as bank
switching) that allow additional memory to be addressed.
CPUs with larger word sizes require more circuitry and
consequently are physically larger, cost more, and con-
sume more power (and therefore generate more heat).
As a result, smaller 4- or 8-bit microcontrollers are com-
monly used in modern applications even though CPUs
with much larger word sizes (such as 16, 32, 64, even 128-
bit) are available. When higher performance is required,
however, the benefits of a larger word size (larger data
ranges and address spaces) may outweigh the disadvan-
tages. A CPU can have internal data paths shorter than
the word size to reduce size and cost. For example, even
though the IBM System/360 instruction set was a 32-bit
instruction set, the System/360 Model 30 and Model 40
had 8-bit data paths in the arithmetic logical unit, so that a
32-bit add required four cycles, one for each 8 bits of the
operands, and, even though the Motorola 68k instruction
set was a 32-bit instruction set, the Motorola 68000 and
Motorola 68010 had 16-bit data paths in the arithmetic
logical unit, so that a 32-bit add required two cycles.
To gain some of the advantages afforded by both lower
and higher bit lengths, many instruction sets have differ-
ent bit widths for integer and floating-point data, allowing
CPUs implementing that instruction set to have different
bit widths for different portions of the device. For exam-
ple, the IBM System/360 instruction set was primarily 32
bit, but supported 64-bit floating point values to facilitate
greater accuracy and range in floating point numbers.[24]

The System/360 Model 65 had an 8-bit adder for decimal

and fixed-point binary arithmetic and a 60-bit adder for
floating-point arithmetic.[45] |Many later CPU designs use
similar mixed bit width, especially when the processor is
meant for general-purpose usage where a reasonable bal-
ance of integer and floating point capability is required.

1.3.5 Clock rate

Main article: Clock rate

Most CPUs are synchronous circuits, which means they
employ a clock signal to pace their sequential operations.
The clock signal is produced by an external oscillator cir-
cuit that generates a consistent number of pulses each sec-
ond in the form of a periodic square wave. The frequency
of the clock pulses determines the rate at which a CPU ex-
ecutes instructions and, consequently, the faster the clock,
the more instructions the CPU will execute each second.
To ensure proper operation of the CPU, the clock period
is longer than the maximum time needed for all signals to
propagate (move) through the CPU. In setting the clock
period to a value well above the worst-case propagation
delay, it is possible to design the entire CPU and the way
it moves data around the “edges” of the rising and falling
clock signal. This has the advantage of simplifying the
CPU significantly, both from a design perspective and
a component-count perspective. However, it also car-
ries the disadvantage that the entire CPU must wait on
its slowest elements, even though some portions of it are
much faster. This limitation has largely been compen-
sated for by various methods of increasing CPU paral-
lelism (see below).
However, architectural improvements alone do not solve
all of the drawbacks of globally synchronous CPUs. For
example, a clock signal is subject to the delays of any
other electrical signal. Higher clock rates in increasingly
complex CPUs make it more difficult to keep the clock
signal in phase (synchronized) throughout the entire unit.
This has led many modern CPUs to require multiple iden-
tical clock signals to be provided to avoid delaying a single
signal significantly enough to cause the CPU to malfunc-
tion. Another major issue, as clock rates increase dramat-
ically, is the amount of heat that is dissipated by the CPU.
The constantly changing clock causes many components
to switch regardless of whether they are being used at that
time. In general, a component that is switching uses more
energy than an element in a static state. Therefore, as
clock rate increases, so does energy consumption, caus-
ing the CPU to require more heat dissipation in the form
of CPU cooling solutions.
One method of dealing with the switching of unneeded
components is called clock gating, which involves turn-
ing off the clock signal to unneeded components (effec-
tively disabling them). However, this is often regarded
as difficult to implement and therefore does not see com-
mon usage outside of very low-power designs. One no-
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table recent CPU design that uses extensive clock gating
is the IBM PowerPC-based Xenon used in the Xbox 360;
that way, power requirements of the Xbox 360 are greatly
reduced.[46] Another method of addressing some of the
problems with a global clock signal is the removal of the
clock signal altogether. While removing the global clock
signal makes the design process considerably more com-
plex in many ways, asynchronous (or clockless) designs
carry marked advantages in power consumption and heat
dissipation in comparison with similar synchronous de-
signs. While somewhat uncommon, entire asynchronous
CPUs have been built without utilizing a global clock sig-
nal. Two notable examples of this are the ARM com-
pliant AMULET and the MIPS R3000 compatible Min-
iMIPS.
Rather than totally removing the clock signal, some CPU
designs allow certain portions of the device to be asyn-
chronous, such as using asynchronous ALUs in conjunc-
tion with superscalar pipelining to achieve some arith-
metic performance gains. While it is not altogether clear
whether totally asynchronous designs can perform at a
comparable or better level than their synchronous coun-
terparts, it is evident that they do at least excel in sim-
pler math operations. This, combined with their excel-
lent power consumption and heat dissipation properties,
makes them very suitable for embedded computers.[47]

1.3.6 Parallelism

Main article: Parallel computing
The description of the basic operation of a CPU offered

Model of a subscalar CPU, in which it takes fifteen clock cycles
to complete three instructions.

in the previous section describes the simplest form that
a CPU can take. This type of CPU, usually referred to
as subscalar, operates on and executes one instruction on
one or two pieces of data at a time, that is less than one
instruction per clock cycle (IPC < 1).
This process gives rise to an inherent inefficiency in sub-
scalar CPUs. Since only one instruction is executed at
a time, the entire CPU must wait for that instruction to
complete before proceeding to the next instruction. As a
result, the subscalar CPU gets “hung up” on instructions
which take more than one clock cycle to complete execu-
tion. Even adding a second execution unit (see below)
does not improve performance much; rather than one
pathway being hung up, now two pathways are hung up
and the number of unused transistors is increased. This
design, wherein the CPU’s execution resources can oper-
ate on only one instruction at a time, can only possibly
reach scalar performance (one instruction per clock cy-

cle, IPC = 1). However, the performance is nearly always
subscalar (less than one instruction per clock cycle, IPC
< 1).
Attempts to achieve scalar and better performance have
resulted in a variety of design methodologies that cause
the CPU to behave less linearly and more in parallel.
When referring to parallelism in CPUs, two terms are
generally used to classify these design techniques:

• instruction-level parallelism (ILP), which seeks to
increase the rate at which instructions are executed
within a CPU (that is, to increase the utilization of
on-die execution resources);

• task-level parallelism (TLP), which purposes to in-
crease the number of threads or processes that a
CPU can execute simultaneously.

Each methodology differs both in the ways in which they
are implemented, as well as the relative effectiveness
they afford in increasing the CPU’s performance for an
application.[lower-alpha 8]

Instruction-level parallelism

Main articles: Instruction pipelining and Superscalar pro-
cessor
One of the simplest methods used to accomplish in-

Basic five-stage pipeline. In the best case scenario, this pipeline
can sustain a completion rate of one instruction per clock cycle.

creased parallelism is to begin the first steps of instruction
fetching and decoding before the prior instruction finishes
executing. This is the simplest form of a technique known
as instruction pipelining, and is utilized in almost all mod-
ern general-purpose CPUs. Pipelining allows more than
one instruction to be executed at any given time by break-
ing down the execution pathway into discrete stages. This
separation can be compared to an assembly line, in which
an instruction is made more complete at each stage until
it exits the execution pipeline and is retired.
Pipelining does, however, introduce the possibility for
a situation where the result of the previous operation is
needed to complete the next operation; a condition often
termed data dependency conflict. To cope with this, addi-
tional care must be taken to check for these sorts of con-
ditions and delay a portion of the instruction pipeline if
this occurs. Naturally, accomplishing this requires addi-
tional circuitry, so pipelined processors are more complex
than subscalar ones (though not very significantly so). A
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pipelined processor can become very nearly scalar, inhib-
ited only by pipeline stalls (an instruction spending more
than one clock cycle in a stage).

A simple superscalar pipeline. By fetching and dispatching two
instructions at a time, a maximum of two instructions per clock
cycle can be completed.

Further improvement upon the idea of instruction
pipelining led to the development of a method that de-
creases the idle time of CPU components even fur-
ther. Designs that are said to be superscalar include a
long instruction pipeline and multiple identical execution
units.[48] In a superscalar pipeline, multiple instructions
are read and passed to a dispatcher, which decides
whether or not the instructions can be executed in paral-
lel (simultaneously). If so they are dispatched to available
execution units, resulting in the ability for several instruc-
tions to be executed simultaneously. In general, the more
instructions a superscalar CPU is able to dispatch simulta-
neously to waiting execution units, the more instructions
will be completed in a given cycle.
Most of the difficulty in the design of a superscalar CPU
architecture lies in creating an effective dispatcher. The
dispatcher needs to be able to quickly and correctly de-
termine whether instructions can be executed in paral-
lel, as well as dispatch them in such a way as to keep as
many execution units busy as possible. This requires that
the instruction pipeline is filled as often as possible and
gives rise to the need in superscalar architectures for sig-
nificant amounts of CPU cache. It also makes hazard-
avoiding techniques like branch prediction, speculative
execution, and out-of-order execution crucial to main-
taining high levels of performance. By attempting to pre-
dict which branch (or path) a conditional instruction will
take, the CPU can minimize the number of times that
the entire pipeline must wait until a conditional instruc-
tion is completed. Speculative execution often provides
modest performance increases by executing portions of
code that may not be needed after a conditional operation
completes. Out-of-order execution somewhat rearranges
the order in which instructions are executed to reduce
delays due to data dependencies. Also in case of single
instruction stream, multiple data stream—a case when a
lot of data from the same type has to be processed—,
modern processors can disable parts of the pipeline so
that when a single instruction is executed many times, the

CPU skips the fetch and decode phases and thus greatly
increases performance on certain occasions, especially in
highly monotonous program engines such as video cre-
ation software and photo processing.
In the case where a portion of the CPU is superscalar and
part is not, the part which is not suffers a performance
penalty due to scheduling stalls. The Intel P5 Pentium
had two superscalar ALUs which could accept one in-
struction per clock cycle each, but its FPU could not ac-
cept one instruction per clock cycle. Thus the P5 was in-
teger superscalar but not floating point superscalar. Intel’s
successor to the P5 architecture, P6, added superscalar
capabilities to its floating point features, and therefore af-
forded a significant increase in floating point instruction
performance.
Both simple pipelining and superscalar design increase a
CPU’s ILP by allowing a single processor to complete ex-
ecution of instructions at rates surpassing one instruction
per clock cycle.[lower-alpha 9] Most modern CPU designs are
at least somewhat superscalar, and nearly all general pur-
pose CPUs designed in the last decade are superscalar. In
later years some of the emphasis in designing high-ILP
computers has been moved out of the CPU’s hardware
and into its software interface, or ISA. The strategy of
the very long instruction word (VLIW) causes some ILP
to become implied directly by the software, reducing the
amount of work the CPU must perform to boost ILP and
thereby reducing the design’s complexity.

Task-level parallelism

Main articles: Multithreading and Multi-core processor

Another strategy of achieving performance is to execute
multiple threads or processes in parallel. This area of
research is known as parallel computing.[49] In Flynn’s
taxonomy, this strategy is known as multiple instruction
stream, multiple data stream (MIMD).[50]

One technology used for this purpose was
multiprocessing (MP).[51] The initial flavor of this
technology is known as symmetric multiprocessing
(SMP), where a small number of CPUs share a coherent
view of their memory system. In this scheme, each
CPU has additional hardware to maintain a constantly
up-to-date view of memory. By avoiding stale views of
memory, the CPUs can cooperate on the same program
and programs can migrate from one CPU to another.
To increase the number of cooperating CPUs beyond a
handful, schemes such as non-uniform memory access
(NUMA) and directory-based coherence protocols were
introduced in the 1990s. SMP systems are limited
to a small number of CPUs while NUMA systems
have been built with thousands of processors. Initially,
multiprocessing was built using multiple discrete CPUs
and boards to implement the interconnect between the
processors. When the processors and their interconnect
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are all implemented on a single chip, the technology
is known as chip-level multiprocessing (CMP) and the
single chip as a multi-core processor.
It was later recognized that finer-grain parallelism existed
with a single program. A single program might have sev-
eral threads (or functions) that could be executed sepa-
rately or in parallel. Some of the earliest examples of this
technology implemented input/output processing such as
direct memory access as a separate thread from the com-
putation thread. A more general approach to this tech-
nology was introduced in the 1970s when systems were
designed to run multiple computation threads in parallel.
This technology is known as multi-threading (MT). This
approach is considered more cost-effective than multipro-
cessing, as only a small number of components within a
CPU is replicated to support MT as opposed to the en-
tire CPU in the case of MP. In MT, the execution units
and the memory system including the caches are shared
among multiple threads. The downside of MT is that the
hardware support for multithreading is more visible to
software than that of MP and thus supervisor software
like operating systems have to undergo larger changes to
support MT. One type of MT that was implemented is
known as temporal multithreading, where one thread is
executed until it is stalled waiting for data to return from
external memory. In this scheme, the CPU would then
quickly context switch to another thread which is ready to
run, the switch often done in one CPU clock cycle, such
as the UltraSPARC Technology. Another type of MT
is known as simultaneous multithreading, where instruc-
tions of multiple threads are executed in parallel within
one CPU clock cycle.
For several decades from the 1970s to early 2000s, the fo-
cus in designing high performance general purpose CPUs
was largely on achieving high ILP through technologies
such as pipelining, caches, superscalar execution, out-
of-order execution, etc. This trend culminated in large,
power-hungry CPUs such as the Intel Pentium 4. By the
early 2000s, CPU designers were thwarted from achiev-
ing higher performance from ILP techniques due to the
growing disparity between CPU operating frequencies
and main memory operating frequencies as well as esca-
lating CPU power dissipation owing to more esoteric ILP
techniques.
CPU designers then borrowed ideas from commercial
computing markets such as transaction processing, where
the aggregate performance of multiple programs, also
known as throughput computing, was more important
than the performance of a single thread or process.
This reversal of emphasis is evidenced by the prolifera-
tion of dual and more core processor designs and notably,
Intel’s newer designs resembling its less superscalar P6
architecture. Late designs in several processor families
exhibit CMP, including the x86-64 Opteron and Athlon
64 X2, the SPARC UltraSPARC T1, IBM POWER4 and
POWER5, as well as several video game console CPUs

like the Xbox 360's triple-core PowerPC design, and the
PS3's 7-core Cell microprocessor.

Data parallelism

Main articles: Vector processor and SIMD

A less common but increasingly important paradigm of
processors (and indeed, computing in general) deals with
data parallelism. The processors discussed earlier are all
referred to as some type of scalar device.[lower-alpha 10] As
the name implies, vector processors deal with multiple
pieces of data in the context of one instruction. This con-
trasts with scalar processors, which deal with one piece
of data for every instruction. Using Flynn’s taxonomy,
these two schemes of dealing with data are generally re-
ferred to as single instruction stream, multiple data stream
(SIMD) and single instruction stream, single data stream
(SISD), respectively. The great utility in creating pro-
cessors that deal with vectors of data lies in optimizing
tasks that tend to require the same operation (for exam-
ple, a sum or a dot product) to be performed on a large
set of data. Some classic examples of these types of tasks
are multimedia applications (images, video, and sound),
as well as many types of scientific and engineering tasks.
Whereas a scalar processor must complete the entire pro-
cess of fetching, decoding, and executing each instruction
and value in a set of data, a vector processor can perform a
single operation on a comparatively large set of data with
one instruction. Of course, this is only possible when the
application tends to require many steps which apply one
operation to a large set of data.
Most early vector processors, such as the Cray-1, were
associated almost exclusively with scientific research and
cryptography applications. However, as multimedia has
largely shifted to digital media, the need for some form of
SIMD in general-purpose processors has become signifi-
cant. Shortly after inclusion of floating-point units started
to become commonplace in general-purpose processors,
specifications for and implementations of SIMD execu-
tion units also began to appear for general-purpose pro-
cessors. Some of these early SIMD specifications like
HP’s Multimedia Acceleration eXtensions (MAX) and
Intel’s MMX were integer-only. This proved to be a sig-
nificant impediment for some software developers, since
many of the applications that benefit from SIMD primar-
ily deal with floating-point numbers. Progressively, these
early designs were refined and remade into some of the
common, modern SIMD specifications, which are usu-
ally associated with one ISA. Some notable modern ex-
amples are Intel’s SSE and the PowerPC-related AltiVec
(also known as VMX).[lower-alpha 11]
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1.4 Performance

Further information: Computer performance and
Benchmark (computing)

The performance or speed of a processor depends on,
among many other factors, the clock rate (generally given
in multiples of hertz) and the instructions per clock (IPC),
which together are the factors for the instructions per sec-
ond (IPS) that the CPU can perform.[52] Many reported
IPS values have represented “peak” execution rates on ar-
tificial instruction sequences with few branches, whereas
realistic workloads consist of a mix of instructions and
applications, some of which take longer to execute
than others. The performance of the memory hierar-
chy also greatly affects processor performance, an is-
sue barely considered in MIPS calculations. Because of
these problems, various standardized tests, often called
“benchmarks” for this purpose—   such as SPECint—   have
been developed to attempt to measure the real effective
performance in commonly used applications.
Processing performance of computers is increased by us-
ing multi-core processors, which essentially is plugging
two or more individual processors (called cores in this
sense) into one integrated circuit.[53] Ideally, a dual core
processor would be nearly twice as powerful as a sin-
gle core processor. In practice, the performance gain is
far smaller, only about 50%, due to imperfect software
algorithms and implementation.[54] Increasing the num-
ber of cores in a processor (i.e. dual-core, quad-core,
etc.) increases the workload that can be handled. This
means that the processor can now handle numerous asyn-
chronous events, interrupts, etc. which can take a toll on
the CPU when overwhelmed. These cores can be thought
of as different floors in a processing plant, with each floor
handling a different task. Sometimes, these cores will
handle the same tasks as cores adjacent to them if a sin-
gle core is not enough to handle the information.
Due to specific capabilities of modern CPUs, such as
hyper-threading and uncore, which involve sharing of ac-
tual CPU resources while aiming at increased utiliza-
tion, monitoring performance levels and hardware uti-
lization gradually became a more complex task.[55] As
a response, some CPUs implement additional hardware
logic that monitors actual utilization of various parts of
a CPU and provides various counters accessible to soft-
ware; an example is Intel’s Performance Counter Monitor
technology.[3]

1.5 See also

• Addressing mode

• AMD Accelerated Processing Unit

• CISC

• Computer bus

• Computer engineering

• CPU core voltage

• CPU socket

• Digital signal processor

• Hyper-threading

• List of CPU architectures

• Microprocessor

• Multi-core processor

• Protection ring

• RISC

• Stream processing

• True Performance Index

• Wait state

1.6 Notes

[1] Integrated circuits are now used to implement all CPUs,
except for a few machines designed to withstand large
electromagnetic pulses, say from a nuclear weapon.

[2] The so-called “von Neumann” memo expounded the idea
of stored programs,[43] which for example may be stored
on punched cards, paper tape, or magnetic tape.

[3] Some early computers like the Harvard Mark I did not
support any kind of “jump” instruction, effectively limit-
ing the complexity of the programs they could run. It is
largely for this reason that these computers are often not
considered to contain a proper CPU, despite their close
similarity to stored-program computers.

[4] Since the program counter counts memory addresses and
not instructions, it is incremented by the number of mem-
ory units that the instruction word contains. In the case of
simple fixed-length instruction word ISAs, this is always
the same number. For example, a fixed-length 32-bit in-
struction word ISA that uses 8-bit memory words would
always increment the PC by four (except in the case of
jumps). ISAs that use variable-length instruction words
increment the PC by the number of memory words corre-
sponding to the last instruction’s length.

[5] Because the instruction set architecture of a CPU is fun-
damental to its interface and usage, it is often used as a
classification of the “type” of CPU. For example, a “Pow-
erPC CPU” uses some variant of the PowerPC ISA. A
system can execute a different ISA by running an emula-
tor.
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[6] The physical concept of voltage is an analog one by nature,
practically having an infinite range of possible values. For
the purpose of physical representation of binary numbers,
two specific ranges of voltages are defined, one for logic
'0' and another for logic '1'. These ranges are dictated by
design considerations such as noise margins and charac-
teristics of the devices used to create the CPU.

[7] While a CPU’s integer size sets a limit on integer ranges,
this can (and often is) overcome using a combination of
software and hardware techniques. By using additional
memory, software can represent integers many magni-
tudes larger than the CPU can. Sometimes the CPU’s
instruction set will even facilitate operations on integers
larger than it can natively represent by providing instruc-
tions to make large integer arithmetic relatively quick.
This method of dealing with large integers is slower than
utilizing a CPU with higher integer size, but is a rea-
sonable trade-off in cases where natively supporting the
full integer range needed would be cost-prohibitive. See
Arbitrary-precision arithmetic for more details on purely
software-supported arbitrary-sized integers.

[8] Neither ILP nor TLP is inherently superior over the other;
they are simply different means by which to increase CPU
parallelism. As such, they both have advantages and dis-
advantages, which are often determined by the type of
software that the processor is intended to run. High-TLP
CPUs are often used in applications that lend themselves
well to being split up into numerous smaller applications,
so-called "embarrassingly parallel problems”. Frequently,
a computational problem that can be solved quickly with
high TLP design strategies like symmetric multiprocess-
ing takes significantly more time on high ILP devices like
superscalar CPUs, and vice versa.

[9] Best-case scenario (or peak) IPC rates in very superscalar
architectures are difficult to maintain since it is impossible
to keep the instruction pipeline filled all the time. There-
fore, in highly superscalar CPUs, average sustained IPC
is often discussed rather than peak IPC.

[10] Earlier the term scalar was used to compare the IPC count
afforded by various ILP methods. Here the term is used
in the strictly mathematical sense to contrast with vectors.
See scalar (mathematics) and Vector (geometric).

[11] Although SSE/SSE2/SSE3 have superseded MMX in In-
tel’s general-purpose processors, later IA-32 designs still
support MMX. This is usually accomplished by providing
most of the MMX functionality with the same hardware
that supports the much more expansive SSE instruction
sets.
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Digital signal processor

See also: Digital signal processing
A digital signal processor (DSP) is a specialized

A digital signal processor chip found in a guitar effects unit.

microprocessor (or a SIP block), with its architecture op-
timized for the operational needs of digital signal process-
ing.[1][2]

The goal of DSPs is usually to measure, filter and/or com-
press continuous real-world analog signals. Most general-
purpose microprocessors can also execute digital signal
processing algorithms successfully, but dedicated DSPs
usually have better power efficiency thus they are more
suitable in portable devices such as mobile phones be-
cause of power consumption constraints.[3] DSPs often
use special memory architectures that are able to fetch
multiple data and/or instructions at the same time.

2.1 Overview

ADC
Analog
Signal

Digital
Signal

Processing
DAC

Analog
Signal

A typical digital processing system

Digital signal processing algorithms typically require a
large number of mathematical operations to be per-
formed quickly and repeatedly on a series of data sam-
ples. Signals (perhaps from audio or video sensors) are
constantly converted from analog to digital, manipulated
digitally, and then converted back to analog form. Many
DSP applications have constraints on latency; that is, for
the system to work, the DSP operation must be completed
within some fixed time, and deferred (or batch) process-
ing is not viable.
Most general-purpose microprocessors and operating
systems can execute DSP algorithms successfully, but
are not suitable for use in portable devices such as
mobile phones and PDAs because of power efficiency
constraints.[3] A specialized digital signal processor, how-
ever, will tend to provide a lower-cost solution, with bet-
ter performance, lower latency, and no requirements for
specialized cooling or large batteries.
The architecture of a digital signal processor is optimized
specifically for digital signal processing. Most also sup-
port some of the features as an applications processor or
microcontroller, since signal processing is rarely the only
task of a system. Some useful features for optimizing
DSP algorithms are outlined below.

2.2 Architecture

2.2.1 Software architecture

By the standards of general-purpose processors, DSP
instruction sets are often highly irregular. One impli-
cation for software architecture is that hand-optimized
assembly-code routines are commonly packaged into li-
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braries for re-use, instead of relying on advanced com-
piler technologies to handle essential algorithms.

Instruction sets

• multiply–accumulates (MACs, including fused
multiply–add, FMA) operations

• used extensively in all kinds of matrix opera-
tions
• convolution for filtering
• dot product
• polynomial evaluation

• Fundamental DSP algorithms depend heavily
on multiply–accumulate performance
• FIR filters
• Fast Fourier transform (FFT)

• Instructions to increase parallelism:

• SIMD
• VLIW
• superscalar architecture

• Specialized instructions for modulo addressing in
ring buffers and bit-reversed addressing mode for
FFT cross-referencing

• Digital signal processors sometimes use time-
stationary encoding to simplify hardware and in-
crease coding efficiency.

• Multiple arithmetic units may require memory ar-
chitectures to support several accesses per instruc-
tion cycle

• Special loop controls, such as architectural support
for executing a few instruction words in a very tight
loop without overhead for instruction fetches or exit
testing

Data instructions

• Saturation arithmetic, in which operations that pro-
duce overflows will accumulate at the maximum (or
minimum) values that the register can hold rather
than wrapping around (maximum+1 doesn't over-
flow to minimum as in many general-purpose CPUs,
instead it stays at maximum). Sometimes various
sticky bits operation modes are available.

• Fixed-point arithmetic is often used to speed up
arithmetic processing

• Single-cycle operations to increase the benefits of
pipelining

Program flow

• Floating-point unit integrated directly into the
datapath

• Pipelined architecture

• Highly parallel multiplier–accumulators (MAC
units)

• Hardware-controlled looping, to reduce or eliminate
the overhead required for looping operations

2.2.2 Hardware architecture

Memory architecture

DSPs are usually optimized for streaming data and use
special memory architectures that are able to fetch mul-
tiple data and/or instructions at the same time, such as
the Harvard architecture or Modified von Neumann ar-
chitecture, which use separate program and data memo-
ries (sometimes even concurrent access on multiple data
buses).
DSPs can sometimes rely on supporting code to know
about cache hierarchies and the associated delays. This is
a tradeoff that allows for better performance. In addition,
extensive use of DMA is employed.

Addressing and virtual memory DSPs frequently use
multi-tasking operating systems, but have no support for
virtual memory or memory protection. Operating sys-
tems that use virtual memory require more time for
context switching among processes, which increases la-
tency.

• Hardware modulo addressing

• Allows circular buffers to be implemented
without having to test for wrapping

• Bit-reversed addressing, a special addressing mode

• useful for calculating FFTs

• Exclusion of a memory management unit

• Memory-address calculation unit

2.3 History

Prior to the advent of stand-alone DSP chips discussed
below, most DSP applications were implemented using
bit-slice processors. The AMD 2901 bit-slice chip with
its family of components was a very popular choice.
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There were reference designs from AMD, but very of-
ten the specifics of a particular design were applica-
tion specific. These bit slice architectures would some-
times include a peripheral multiplier chip. Examples of
these multipliers were a series from TRW including the
TDC1008 and TDC1010, some of which included an ac-
cumulator, providing the requisite multiply–accumulate
(MAC) function.
In 1976, Richard Wiggins proposed the Speak & Spell
concept to Paul Breedlove, Larry Brantingham, and Gene
Frantz at Texas Instrument’s Dallas research facility. Two
years later in 1978 they produced the first Speak & Spell,
with the technological centerpiece being the TMS5100,[4]

the industry’s first digital signal processor. It also set other
milestones, being the first chip to use Linear predictive
coding to perform speech synthesis.[5]

In 1978, Intel released the 2920 as an “analog signal pro-
cessor”. It had an on-chip ADC/DAC with an internal
signal processor, but it didn't have a hardware multiplier
and was not successful in the market. In 1979, AMI re-
leased the S2811. It was designed as a microprocessor
peripheral, and it had to be initialized by the host. The
S2811 was likewise not successful in the market.
In 1980 the first stand-alone, complete DSPs – the
NEC µPD7720 and AT&T DSP1 – were presented at
the International Solid-State Circuits Conference '80.
Both processors were inspired by the research in PSTN
telecommunications.
The Altamira DX-1 was another early DSP, utilizing
quad integer pipelines with delayed branches and branch
prediction.
Another DSP produced by Texas Instruments (TI), the
TMS32010 presented in 1983, proved to be an even big-
ger success. It was based on the Harvard architecture,
and so had separate instruction and data memory. It
already had a special instruction set, with instructions
like load-and-accumulate or multiply-and-accumulate. It
could work on 16-bit numbers and needed 390 ns for a
multiply–add operation. TI is now the market leader in
general-purpose DSPs.
About five years later, the second generation of DSPs
began to spread. They had 3 memories for storing two
operands simultaneously and included hardware to accel-
erate tight loops, they also had an addressing unit capa-
ble of loop-addressing. Some of them operated on 24-bit
variables and a typical model only required about 21 ns
for a MAC. Members of this generation were for example
the AT&T DSP16A or the Motorola 56000.
The main improvement in the third generation was the ap-
pearance of application-specific units and instructions in
the data path, or sometimes as coprocessors. These units
allowed direct hardware acceleration of very specific
but complex mathematical problems, like the Fourier-
transform or matrix operations. Some chips, like the Mo-
torola MC68356, even included more than one processor

core to work in parallel. Other DSPs from 1995 are the
TI TMS320C541 or the TMS 320C80.
The fourth generation is best characterized by the
changes in the instruction set and the instruction encod-
ing/decoding. SIMD extensions were added, VLIW and
the superscalar architecture appeared. As always, the
clock-speeds have increased, a 3 ns MAC now became
possible.

2.4 Modern DSPs

Modern signal processors yield greater performance; this
is due in part to both technological and architectural ad-
vancements like lower design rules, fast-access two-level
cache, (E)DMA circuitry and a wider bus system. Not all
DSPs provide the same speed and many kinds of signal
processors exist, each one of them being better suited for
a specific task, ranging in price from about US$1.50 to
US$300
Texas Instruments produces the C6000 series DSPs,
which have clock speeds of 1.2 GHz and implement sepa-
rate instruction and data caches. They also have an 8 MiB
2nd level cache and 64 EDMA channels. The top mod-
els are capable of as many as 8000 MIPS (instructions per
second), use VLIW (very long instruction word), perform
eight operations per clock-cycle and are compatible with
a broad range of external peripherals and various buses
(PCI/serial/etc). TMS320C6474 chips each have three
such DSPs, and the newest generation C6000 chips sup-
port floating point as well as fixed point processing.
Freescale produces a multi-core DSP family, the
MSC81xx. The MSC81xx is based on StarCore Archi-
tecture processors and the latest MSC8144 DSP com-
bines four programmable SC3400 StarCore DSP cores.
Each SC3400 StarCore DSP core has a clock speed of 1
GHz.
XMOS produces a multi-core multi-threaded line of pro-
cessor well suited to DSP operations, They come in vari-
ous speeds ranging from 400 to 1600 MIPS. The proces-
sors have a multi-threaded architecture that allows up to
8 real-time threads per core, meaning that a 4 core device
would support up to 32 real time threads. Threads com-
municate between each other with buffered channels that
are capable of up to 80 Mbit/s. The devices are easily
programmable in C and aim at bridging the gap between
conventional micro-controllers and FPGAs
CEVA, Inc. produces and licenses three distinct fami-
lies of DSPs. Perhaps the best known and most widely
deployed is the CEVA-TeakLite DSP family, a classic
memory-based architecture, with 16-bit or 32-bit word-
widths and single or dual MACs. The CEVA-X DSP
family offers a combination of VLIW and SIMD archi-
tectures, with different members of the family offering
dual or quad 16-bit MACs. The CEVA-XC DSP fam-
ily targets Software-defined Radio (SDR) modem designs
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and leverages a unique combination of VLIW and Vector
architectures with 32 16-bit MACs.
Analog Devices produce the SHARC-based DSP and
range in performance from 66 MHz/198 MFLOPS
(million floating-point operations per second) to 400
MHz/2400 MFLOPS. Some models support multiple
multipliers and ALUs, SIMD instructions and audio
processing-specific components and peripherals. The
Blackfin family of embedded digital signal processors
combine the features of a DSP with those of a general use
processor. As a result, these processors can run simple
operating systems like μCLinux, velOSity and Nucleus
RTOS while operating on real-time data.
NXP Semiconductors produce DSPs based on TriMedia
VLIW technology, optimized for audio and video pro-
cessing. In some products the DSP core is hidden as a
fixed-function block into a SoC, but NXP also provides a
range of flexible single core media processors. The Tri-
Media media processors support both fixed-point arith-
metic as well as floating-point arithmetic, and have spe-
cific instructions to deal with complex filters and entropy
coding.
CSR produces the Quatro family of SoCs that contain one
or more custom Imaging DSPs optimized for processing
document image data for scanner and copier applications.
Most DSPs use fixed-point arithmetic, because in real
world signal processing the additional range provided by
floating point is not needed, and there is a large speed
benefit and cost benefit due to reduced hardware com-
plexity. Floating point DSPs may be invaluable in appli-
cations where a wide dynamic range is required. Product
developers might also use floating point DSPs to reduce
the cost and complexity of software development in ex-
change for more expensive hardware, since it is generally
easier to implement algorithms in floating point.
Generally, DSPs are dedicated integrated circuits; how-
ever DSP functionality can also be produced by using
field-programmable gate array chips (FPGAs).
Embedded general-purpose RISC processors are becom-
ing increasingly DSP like in functionality. For example,
the OMAP3 processors include a ARM Cortex-A8 and
C6000 DSP.
In Communications a new breed of DSPs offering the fu-
sion of both DSP functions and H/W acceleration func-
tion is making its way into the mainstream. Such Mo-
dem processors include ASOCS ModemX and CEVA’s
XC4000.

2.5 See also
• Digital signal controller

• Graphics processing unit

• Video processing unit

• Vision processing unit

• MDSP - a multiprocessor DSP
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Chapter 3

Graphics processing unit

Not to be confused with Graphics card.
“GPU” redirects here. For other uses, see GPU (disam-
biguation).
A graphics processing unit (GPU), also occasionally

GeForce 6600GT (NV43) GPU

called visual processing unit (VPU), is a specialized
electronic circuit designed to rapidly manipulate and alter
memory to accelerate the creation of images in a frame
buffer intended for output to a display. GPUs are used in
embedded systems, mobile phones, personal computers,
workstations, and game consoles. Modern GPUs are very
efficient at manipulating computer graphics and image
processing, and their highly parallel structure makes them
more efficient than general-purpose CPUs for algorithms
where the processing of large blocks of data is done in
parallel. In a personal computer, a GPU can be present on
a video card, or it can be embedded on the motherboard
or—in certain CPUs—on the CPU die.[1]

The term GPU was popularized by Nvidia in 1999, who
marketed the GeForce 256 as “the world’s first GPU”, or
Graphics Processing Unit.[2] It was presented as a “single-
chip processor with integrated transform, lighting, tri-
angle setup/clipping, and rendering engines that are ca-
pable of processing a minimum of 10 million polygons
per second”.[3] Rival ATI Technologies coined the term

visual processing unit or VPU with the release of the
Radeon 9700 in 2002.[4]

3.1 History

See also: Video Display Controller, List of home com-
puters by video hardware, and Sprite (computer graphics)

3.1.1 1970s

Arcade system boards have been using specialized graph-
ics chips since the 1970s. The key to understanding
early video games hardware is that the RAM for frame
buffers was too expensive, so video chips composited
data together as the display was being scanned out on the
monitor.[5]

Fujitsu's MB14241 video shifter was used to accelerate
the drawing of sprite graphics for various 1970s arcade
games from Taito and Midway, such asGun Fight (1975),
Sea Wolf (1976) and Space Invaders (1978).[6][7][8] The
Namco Galaxian arcade system in 1979 used special-
ized graphics hardware supporting RGB color, multi-
colored sprites and tilemap backgrounds.[9] The Galax-
ian hardware was widely used during the golden age of
arcade video games, by game companies such as Namco,
Centuri, Gremlin, Irem, Konami, Midway, Nichibutsu,
Sega and Taito.[10][11]

In the home market, the Atari 2600 in 1977 used a
video shifter called the Television Interface Adaptor.[12]

The Atari 8-bit computers (1979) had ANTIC, a video
processor which interpreted instructions describing a
“display list”—the way the scan lines map to specific
bitmapped or character modes and where the memory is
stored (so there did not need to be a contiguous frame
buffer).[13] 6502 machine code subroutines could be trig-
gered on scan lines by setting a bit on a display list
instruction.[14] ANTIC also supported smooth vertical
and horizontal scrolling independent of the CPU.[15]
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3.1.2 1980s

The Williams Electronics arcade games Robotron: 2084
, Joust, Sinistar, and Bubbles, all released in 1982,
contain custom blitter chips for operating on 16-color
bitmaps.[16][17]

In 1985, the Commodore Amiga featured a custom
graphics chip, with a blitter unit accelerating bitmap ma-
nipulation, line draw, and area fill functions. Also in-
cluded is a coprocessor with its own primitive instruction
set, capable of manipulating graphics hardware registers
in sync with the video beam (e.g. for per-scanline palette
switches, sprite multiplexing, and hardware windowing),
or driving the blitter.
In 1986, Texas Instruments released the TMS34010, the
first microprocessor with on-chip graphics capabilities.
It could run general-purpose code, but it had a very
graphics-oriented instruction set. In 1990-1991, this chip
would become the basis of the Texas Instruments Graph-
ics Architecture (“TIGA”) Windows accelerator cards.
In 1987, the IBM 8514 graphics system was released as
one of the first video cards for IBM PC compatibles to im-
plement fixed-function 2D primitives in electronic hard-
ware. The same year, Sharp released the X68000, which
used a custom graphics chipset[18] that was powerful for
a home computer at the time, with a 65,536 color palette
and hardware support for sprites, scrolling and multiple
playfields,[19] eventually serving as a development ma-
chine for Capcom's CP System arcade board. Fujitsu
later competed with the FM Towns computer, released in
1989 with support for a full 16,777,216 color palette.[20]

In 1988, the first dedicated polygonal 3D graphics boards
were introduced in arcades with the Namco System 21[21]

and Taito Air System.[22]

3.1.3 1990s

Tseng Labs ET4000/W32p

In 1991, S3 Graphics introduced the S3 86C911, which
its designers named after the Porsche 911 as an impli-
cation of the performance increase it promised.[23] The
86C911 spawned a host of imitators: by 1995, all ma-
jor PC graphics chip makers had added 2D acceleration
support to their chips.[24][25] By this time, fixed-function
Windows accelerators had surpassed expensive general-

S3 Graphics ViRGE

Voodoo3 2000 AGP card

purpose graphics coprocessors in Windows performance,
and these coprocessors faded away from the PC market.
Throughout the 1990s, 2D GUI acceleration continued
to evolve. As manufacturing capabilities improved, so
did the level of integration of graphics chips. Additional
application programming interfaces (APIs) arrived for a
variety of tasks, such as Microsoft’s WinG graphics li-
brary for Windows 3.x, and their later DirectDraw in-
terface for hardware acceleration of 2D games within
Windows 95 and later.
In the early- and mid-1990s, CPU-assisted real-time 3D
graphics were becoming increasingly common in arcade,
computer and console games, which led to an increas-
ing public demand for hardware-accelerated 3D graphics.
Early examples of mass-market 3D graphics hardware
can be found in arcade system boards such as the Sega
Model 1, Namco System 22, and Sega Model 2, and the
fifth-generation video game consoles such as the Saturn,
PlayStation and Nintendo 64. Arcade systems such as the
Sega Model 2 and Namco Magic Edge Hornet Simulator
in 1993 were capable of hardware T&L (transform, clip-
ping, and lighting) years before appearing in consumer
graphics cards.[26][27]Other systems used DSPs to accel-
erate transformations.Fujitsu, which worked on the Sega
Model 2 arcade system,[28] began working on integrat-
ing T&L into a single LSI solution for use in home com-
puters in 1995;[29][30] the Fujitsu Pinolite, the first 3D
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geometry processor for personal computers, released in
1997.[31] The first hardware T&L GPU on home video
game consoles was the Nintendo 64's Reality Coproces-
sor, released in 1996.[32] In 1997, Mitsubishi released
the 3Dpro/2MP, a fully featured GPU capable of trans-
formation and lighting, for workstations and Windows
NT desktops;[33] AMD utilized it for their FireGL 4000
graphics card, released in 1997.[34]

In the PC world, notable failed first tries for low-
cost 3D graphics chips were the S3 ViRGE, ATI Rage,
and Matrox Mystique. These chips were essentially
previous-generation 2D accelerators with 3D features
bolted on. Many were even pin-compatible with the
earlier-generation chips for ease of implementation and
minimal cost. Initially, performance 3D graphics were
possible only with discrete boards dedicated to acceler-
ating 3D functions (and lacking 2D GUI acceleration en-
tirely) such as the PowerVR and the 3dfx Voodoo. How-
ever, as manufacturing technology continued to progress,
video, 2D GUI acceleration and 3D functionality were
all integrated into one chip. Rendition’s Verite chipsets
were among the first to do this well enough to be worthy
of note. In 1997, Rendition went a step further by col-
laborating with Hercules and Fujitsu on a “Thriller Con-
spiracy” project which combined a Fujitsu FXG-1 Pino-
lite geometry processor with a Vérité V2200 core to cre-
ate a graphics card with a full T&L engine years before
Nvidia’s GeForce 256. This card, designed to reduce the
load placed upon the system’s CPU, never made it to mar-
ket.
OpenGL appeared in the early '90s as a professional
graphics API, but originally suffered from performance
issues which allowed the Glide API to step in and become
a dominant force on the PC in the late '90s.[35] How-
ever, these issues were quickly overcome and the Glide
API fell by the wayside. Software implementations of
OpenGL were common during this time, although the in-
fluence of OpenGL eventually led to widespread hard-
ware support. Over time, a parity emerged between fea-
tures offered in hardware and those offered in OpenGL.
DirectX became popular among Windows game devel-
opers during the late 90s. Unlike OpenGL, Microsoft
insisted on providing strict one-to-one support of hard-
ware. The approach made DirectX less popular as a stan-
dalone graphics API initially, since many GPUs provided
their own specific features, which existing OpenGL ap-
plications were already able to benefit from, leaving Di-
rectX often one generation behind. (See: Comparison of
OpenGL and Direct3D.)
Over time, Microsoft began to work more closely with
hardware developers, and started to target the releases
of DirectX to coincide with those of the supporting
graphics hardware. Direct3D 5.0 was the first ver-
sion of the burgeoning API to gain widespread adop-
tion in the gaming market, and it competed directly with
many more-hardware-specific, often proprietary graph-
ics libraries, while OpenGL maintained a strong fol-

lowing. Direct3D 7.0 introduced support for hardware-
accelerated transform and lighting (T&L) for Direct3D,
while OpenGL had this capability already exposed from
its inception. 3D accelerator cards moved beyond being
just simple rasterizers to add another significant hardware
stage to the 3D rendering pipeline. The Nvidia GeForce
256 (also known as NV10) was the first consumer-level
card released on the market with hardware-accelerated
T&L, while professional 3D cards already had this capa-
bility. Hardware transform and lighting, both already ex-
isting features of OpenGL, came to consumer-level hard-
ware in the '90s and set the precedent for later pixel shader
and vertex shader units which were far more flexible and
programmable.

3.1.4 2000 to 2006

Nvidia was first to produce a chip capable of pro-
grammable shading, the GeForce 3 (code named NV20).
Each pixel could now be processed by a short program
that could include additional image textures as inputs,
and each geometric vertex could likewise be processed
by a short program before it was projected onto the
screen. Used in the Xbox console, it competed with the
PlayStation 2, which used a custom vector DSP for hard-
ware accelerated vertex processing.
By October 2002, with the introduction of the ATI
Radeon 9700 (also known as R300), the world’s first Di-
rect3D 9.0 accelerator, pixel and vertex shaders could
implement looping and lengthy floating point math, and
were quickly becoming as flexible as CPUs, yet orders of
magnitude faster for image-array operations. Pixel shad-
ing is often used for bump mapping, which adds texture,
to make an object look shiny, dull, rough, or even round
or extruded.[36]

3.1.5 2006 to present

With the introduction of the GeForce 8 series, which was
produced by Nvidia, and then new generic stream pro-
cessing unit GPUs became a more generalized computing
device. Today, parallel GPUs have begun making com-
putational inroads against the CPU, and a subfield of re-
search, dubbed GPU Computing or GPGPU for General
Purpose Computing on GPU, has found its way into fields
as diverse as machine learning,[37] oil exploration, scien-
tific image processing, linear algebra,[38] statistics,[39] 3D
reconstruction and even stock options pricing determina-
tion. Over the years, the energy consumption of GPUs
has increased and to manage it, several techniques have
been proposed.[40]

Nvidia’s CUDA platform was the earliest widely adopted
programming model for GPU computing. More recently
OpenCL has become broadly supported. OpenCL is an
open standard defined by the Khronos Group which al-
lows for the development of code for both GPUs and
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CPUs with an emphasis on portability.[41] OpenCL so-
lutions are supported by Intel, AMD, Nvidia, and ARM,
and according to a recent report by Evan’s Data, OpenCL
is the GPGPU development platform most widely used by
developers in both the US and Asia Pacific.

3.1.6 GPU companies

GPU manufacturers market share

Many companies have produced GPUs under a number
of brand names. In 2009, Intel, Nvidia and AMD/ATI
were the market share leaders, with 49.4%, 27.8% and
20.6% market share respectively. However, those num-
bers include Intel’s integrated graphics solutions as GPUs.
Not counting those numbers, Nvidia and ATI control
nearly 100% of the market as of 2008.[42] In addi-
tion, S3 Graphics[43] (owned by VIA Technologies) and
Matrox[44] produce GPUs.

3.2 Computational functions

Modern GPUs use most of their transistors to do calcula-
tions related to 3D computer graphics. They were initially
used to accelerate the memory-intensive work of texture
mapping and rendering polygons, later adding units to
accelerate geometric calculations such as the rotation
and translation of vertices into different coordinate sys-
tems. Recent developments in GPUs include support for
programmable shaders which can manipulate vertices and
textures with many of the same operations supported by
CPUs, oversampling and interpolation techniques to re-
duce aliasing, and very high-precision color spaces. Be-
cause most of these computations involve matrix and
vector operations, engineers and scientists have increas-
ingly studied the use of GPUs for non-graphical calcula-
tions; they are especially suited to other embarrassingly
parallel problems.
In addition to the 3D hardware, today’s GPUs include
basic 2D acceleration and framebuffer capabilities (usu-
ally with a VGA compatibility mode). Newer cards like
AMD/ATI HD5000-HD7000 even lack 2D acceleration;
it has to be emulated by 3D hardware.

3.2.1 GPU accelerated video decoding

The ATI HD5470 GPU (above) features UVD 2.1 which enables
it to decode AVC and VC-1 video formats

Most GPUs made since 1995 support the YUV color
space and hardware overlays, important for digital video
playback, and many GPUs made since 2000 also sup-
port MPEG primitives such as motion compensation and
iDCT. This process of hardware accelerated video decod-
ing, where portions of the video decoding process and
video post-processing are offloaded to the GPU hard-
ware, is commonly referred to as “GPU accelerated video
decoding”, “GPU assisted video decoding”, “GPU hard-
ware accelerated video decoding” or “GPU hardware as-
sisted video decoding”.
More recent graphics cards even decode high-definition
video on the card, offloading the central processing
unit. The most common APIs for GPU accelerated
video decoding are DxVA for Microsoft Windows oper-
ating system and VDPAU, VAAPI, XvMC, and XvBA
for Linux-based and UNIX-like operating systems. All
except XvMC are capable of decoding videos en-
coded with MPEG-1, MPEG-2, MPEG-4 ASP (MPEG-
4 Part 2), MPEG-4 AVC (H.264 / DivX 6), VC-1,
WMV3/WMV9, Xvid / OpenDivX (DivX 4), and DivX 5
codecs, while XvMC is only capable of decoding MPEG-
1 and MPEG-2.

Video decoding processes that can be accelerated

The video decoding processes that can be accelerated by
today’s modern GPU hardware are:

• Motion compensation (mocomp)

• Inverse discrete cosine transform (iDCT)

• Inverse telecine 3:2 and 2:2 pull-down correc-
tion

• Inverse modified discrete cosine transform
(iMDCT)
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• In-loop deblocking filter

• Intra-frame prediction

• Inverse quantization (IQ)

• Variable-length decoding (VLD), more commonly
known as slice-level acceleration

• Spatial-temporal deinterlacing and automatic
interlace/progressive source detection

• Bitstream processing (Context-adaptive variable-
length coding/Context-adaptive binary arithmetic
coding) and perfect pixel positioning.

3.3 GPU forms

3.3.1 Dedicated graphics cards

Main article: Video card

The GPUs of the most powerful class typically inter-
face with the motherboard by means of an expansion
slot such as PCI Express (PCIe) or Accelerated Graph-
ics Port (AGP) and can usually be replaced or upgraded
with relative ease, assuming the motherboard is capable
of supporting the upgrade. A few graphics cards still use
Peripheral Component Interconnect (PCI) slots, but their
bandwidth is so limited that they are generally used only
when a PCIe or AGP slot is not available.
A dedicated GPU is not necessarily removable, nor does
it necessarily interface with the motherboard in a standard
fashion. The term “dedicated” refers to the fact that ded-
icated graphics cards have RAM that is dedicated to the
card’s use, not to the fact that most dedicated GPUs are
removable. Dedicated GPUs for portable computers are
most commonly interfaced through a non-standard and
often proprietary slot due to size and weight constraints.
Such ports may still be considered PCIe or AGP in terms
of their logical host interface, even if they are not physi-
cally interchangeable with their counterparts.
Technologies such as SLI by Nvidia and CrossFire by
AMD allow multiple GPUs to draw images simultane-
ously for a single screen, increasing the processing power
available for graphics.

3.3.2 Integrated graphics solutions

Integrated graphics solutions, shared graphics solutions, or
integrated graphics processors (IGP) utilize a portion of a
computer’s system RAM rather than dedicated graphics
memory. IGPs can be integrated onto the motherboard
as part of the chipset, or within the same die as CPU (like
AMD APU or Intel HD Graphics). On certain moth-
erboards [45] AMD’s IGPs can use dedicated sideport
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memory. This is a separate fixed block of high perfor-
mance memory that is dedicated for use by the GPU. In
early 2007, computers with integrated graphics account
for about 90% of all PC shipments.[46] These solutions
are less costly to implement than dedicated graphics solu-
tions, but tend to be less capable. Historically, integrated
solutions were often considered unfit to play 3D games or
run graphically intensive programs but could run less in-
tensive programs such as Adobe Flash. Examples of such
IGPs would be offerings from SiS and VIA circa 2004.[47]

However, modern integrated graphics processors such as
AMD Accelerated Processing Unit and Intel HD Graph-
ics are more than capable of handling 2D graphics or low
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stress 3D graphics.
As a GPU is extremely memory intensive, an integrated
solution may find itself competing for the already rela-
tively slow system RAM with the CPU, as it has mini-
mal or no dedicated video memory. IGPs can have up to
29.856 GB/s of memory bandwidth from system RAM,
however graphics cards can enjoy up to 264 GB/s of
bandwidth between its RAM and GPU core. This band-
width is what is referred to as the memory bus and can be
performance limiting. Older integrated graphics chipsets
lacked hardware transform and lighting, but newer ones
include it.[48][49]

3.3.3 Hybrid solutions

This newer class of GPUs competes with integrated
graphics in the low-end desktop and notebook markets.
The most common implementations of this are ATI’s
HyperMemory and Nvidia’s TurboCache.
Hybrid graphics cards are somewhat more expensive than
integrated graphics, but much less expensive than dedi-
cated graphics cards. These share memory with the sys-
tem and have a small dedicated memory cache, to make
up for the high latency of the system RAM. Technologies
within PCI Express can make this possible. While these
solutions are sometimes advertised as having as much as
768MB of RAM, this refers to how much can be shared
with the system memory.

3.3.4 Stream Processing and General Pur-
pose GPUs (GPGPU)

Main articles: GPGPU and Stream processing

It is becoming increasingly common to use a general
purpose graphics processing unit (GPGPU) as a mod-
ified form of stream processor (or a vector processor),
running compute kernels. This concept turns the mas-
sive computational power of a modern graphics accel-
erator’s shader pipeline into general-purpose computing
power, as opposed to being hard wired solely to do graph-
ical operations. In certain applications requiring mas-
sive vector operations, this can yield several orders of
magnitude higher performance than a conventional CPU.
The two largest discrete (see "Dedicated graphics cards"
above) GPU designers, ATI and Nvidia, are beginning
to pursue this approach with an array of applications.
Both Nvidia and ATI have teamed with Stanford Univer-
sity to create a GPU-based client for the Folding@home
distributed computing project, for protein folding cal-
culations. In certain circumstances the GPU calculates
forty times faster than the conventional CPUs tradition-
ally used by such applications.[50][51]

GPGPU can be used for many types of embarrassingly
parallel tasks including ray tracing. They are generally

suited to high-throughput type computations that exhibit
data-parallelism to exploit the wide vector width SIMD
architecture of the GPU.
Furthermore, GPU-based high performance computers
are starting to play a significant role in large-scale mod-
elling. Three of the 10 most powerful supercomputers in
the world take advantage of GPU acceleration.[52]

NVIDIA cards support API extensions to the C program-
ming language such as CUDA and OpenCL. CUDA is
specifically for NVIDIA GPUs whilst OpenCL is de-
signed to work across a multitude of architectures includ-
ing GPU, CPU and DSP (using vendor specific SDKs).
These technologies allow specified functions (kernels)
from a normal C program to run on the GPU’s stream
processors. This makes C programs capable of taking ad-
vantage of a GPU’s ability to operate on large buffers in
parallel, while still making use of the CPU when appro-
priate. CUDA is also the first API to allow CPU-based
applications to directly access the resources of a GPU for
more general purpose computing without the limitations
of using a graphics API.
Since 2005 there has been interest in using the per-
formance offered by GPUs for evolutionary computa-
tion in general, and for accelerating the fitness evalu-
ation in genetic programming in particular. Most ap-
proaches compile linear or tree programs on the host PC
and transfer the executable to the GPU to be run. Typi-
cally the performance advantage is only obtained by run-
ning the single active program simultaneously on many
example problems in parallel, using the GPU’s SIMD
architecture.[53][54] However, substantial acceleration can
also be obtained by not compiling the programs, and in-
stead transferring them to the GPU, to be interpreted
there.[55][56] Acceleration can then be obtained by either
interpreting multiple programs simultaneously, simulta-
neously running multiple example problems, or combi-
nations of both. A modern GPU (e.g. 8800 GTX or
later) can readily simultaneously interpret hundreds of
thousands of very small programs.

3.3.5 External GPU (eGPU)

An external GPU is a graphics processor located outside
of the housing of the computer. External graphics pro-
cessors are sometimes used with laptop computers. Lap-
tops might have a substantial amount of RAM and a suffi-
ciently powerful central processing unit (CPU), but often
lack a powerful graphics processor (and instead have a
less powerful but more energy-efficient on-board graph-
ics chip). On-board graphics chips are often not power-
ful enough for playing the latest games, or for other tasks
(video editing, ...).
Therefore, it is desirable to be able to attach a GPU to
some external bus of a notebook. PCI Express is the only
bus commonly used for this purpose. The port may be,
for example, an ExpressCard or mPCIe port (PCIe ×1,
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up to 5 or 2.5 Gbit/s respectively) or a Thunderbolt 1, 2,
or 3 port (PCIe ×4, up to 10, 20, or 40 Gbit/s respec-
tively). Those ports are only available on certain note-
book systems.[57][58]

External GPUs have had little official vendor support.
This has not stopped enthusiasts from creating their own
DIY eGPU solutions.[59][60]

3.4 Sales

In 2013, 438.3 million GPUs were shipped globally and
the forecast for 2014 was 414.2 million.[61]

3.5 See also

• Brute force attack

• Computer graphics

• Computer hardware

• Computer monitor

• Central processing unit

• Vision processing unit

• GPU cache

• Physics processing unit (PPU)

• Ray tracing hardware

• Video card

• Video Display Controller

• Video game console

• Virtualized GPU

• vector processor

• manycore

3.5.1 Hardware

• Comparison of AMD graphics processing units

• Comparison of Nvidia graphics processing units

• Comparison of Intel graphics processing units

• Intel GMA

• Larrabee

• Nvidia PureVideo - the bit-stream technology from
Nvidia used in their graphics chips to accelerate
video decoding on hardware GPU with DXVA.

• SoC

• UVD (Unified Video Decoder) - is the video decod-
ing bit-stream technology from ATI Technologies to
support hardware (GPU) decode with DXVA.

3.5.2 APIs

• OpenGL API

• DirectX Video Acceleration (DxVA) API for
Microsoft Windows operating-system.

• Mantle (API)

• Vulkan (API)

• Video Acceleration API (VA API)

• VDPAU (Video Decode and Presentation API for
Unix)

• X-Video Bitstream Acceleration (XvBA), the X11
equivalent of DXVA for MPEG-2, H.264, and VC-
1

• X-Video Motion Compensation, the X11 equivalent
for MPEG-2 video codec only

3.5.3 Applications

• GPU cluster

• Mathematica includes built-in support for CUDA
and OpenCL GPU execution

• MATLAB acceleration using the Parallel Comput-
ing Toolbox and MATLAB Distributed Computing
Server,[62] as well as 3rd party packages like Jacket.

• Molecular modeling on GPU

• Deeplearning4j, open-source, distributed deep
learning for Java. Machine vision and textual topic
modelling toolkit.
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Chapter 4

Network processor

A network processor is an integrated circuit which has a
feature set specifically targeted at the networking appli-
cation domain.
Network processors are typically software programmable
devices and would have generic characteristics similar to
general purpose central processing units that are com-
monly used in many different types of equipment and
products.

4.1 History of development

In modern telecommunications networks, information
(voice, video, data) is transferred as packet data (termed
packet switching) which is in contrast to older telecom-
munications networks that carried information as analog
signals such as in the public switched telephone network
(PSTN) or analog TV/Radio networks. The processing
of these packets has resulted in the creation of integrated
circuits (IC) that are optimised to deal with this form of
packet data. Network Processors have specific features or
architectures that are provided to enhance and optimise
packet processing within these networks.
Network processors have evolved into ICs with specific
functions. This evolution has resulted in more complex
and more flexible ICs being created. The newer circuits
are programmable and thus allow a single hardware IC de-
sign to undertake a number of different functions, where
the appropriate software is installed.
Network processors are used in the manufacture of many
different types of network equipment such as:

• Routers, software routers and switches

• Firewalls

• Session border controllers

• Intrusion detection devices

• Intrusion prevention devices

• Network monitoring systems

4.2 Generic functions

In the generic role as a packet processor, a number of
optimised features or functions are typically present in a
network processor, these include:

• Pattern matching - the ability to find specific patterns
of bits or bytes within packets in a packet stream.

• Key lookup - the ability to quickly undertake a
database lookup using a key (typically an address in
a packet) to find a result, typically routing informa-
tion.

• Computation

• Data bitfield manipulation - the ability to change cer-
tain data fields contained in the packet as it is being
processed.

• Queue management - as packets are received, pro-
cessed and scheduled to be sent onwards, they are
stored in queues.

• Control processing - the micro operations of pro-
cessing a packet are controlled at a macro level
which involves communication and orchestration
with other nodes in a system.

• Quick allocation and re-circulation of packet
buffers.

4.3 Architectural paradigms

In order to deal with high data-rates, several architectural
paradigms are commonly used:

• Pipeline of processors - each stage of the pipeline
consisting of a processor performing one of the
functions listed above.

• Parallel processing with multiple processors, often
including multithreading.

• Specialized microcoded engines to more efficiently
accomplish the tasks at hand.
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• Recently, multicore architectures are used for higher
layer (L4-L7), application processing.

Additionally, traffic management, which is a critical el-
ement in L2-L3 network processing and used to be ex-
ecuted by a variety of co-processors, has become an in-
tegral part of the network processor architecture, and a
substantial part of its silicon area (“real estate”) is devoted
to the integrated traffic manager[1]

4.4 Applications

Using the generic function of the network processor, a
software program implements an application that the net-
work processor executes, resulting in the piece of phys-
ical equipment performing a task or providing a service.
Some of the applications types typically implemented as
software running on network processors are:[2]

• Packet or frame discrimination and forwarding, that
is, the basic operation of a router or switch.

• Quality of service (QoS) enforcement - identifying
different types or classes of packets and providing
preferential treatment for some types or classes of
packet at the expense of other types or classes of
packet.

• Access Control functions - determining whether a
specific packet or stream of packets should be al-
lowed to traverse the piece of network equipment.

• Encryption of data streams - built in hardware-based
encryption engines allow individual data flows to be
encrypted by the processor.

• TCP offload processing

4.5 See also

• Content processor

• Multi core Processor

• Knowledge based processor

• Active networking

• Computer engineering

• Internet

• List of defunct Network Processor companies

• Network Processing Forum

• Queueing theory

4.5.1 Manufacturers

• Agere Systems

• Alcatel Lucent

• Altera

• AMD

• Analog Devices

• Applied Micro Circuits Corporation

• Atheros

• Bay Microsystems

• Broadcom

• BroadLight

• Cavium Networks

• Conexant

• EZchip

• Freescale

• Hifn

• Infineon

• Intel - Intel has ceased all development in the area
of network processors in 2006, but its market share
still grew in 2007 and 2008, topping at 38%, due
to previously developed products. Netronome cur-
rently has the license to develop and manufacture
IXP processors with more than 16 cores.[3]

• Lantiq

• LSI Corporation

• Marvell Technology Group

• Mindspeed

• Motorola

• Netronome

• Raza Microelectronics Inc

• SiberCore

• Solidum

• Tilera

• PMC-Sierra

• Xelerated

• Greenfiled

• Ubicom

• Xilinx

• Fortinet
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